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The baccalaureate degree curricula of most under-
graduate sociology and other social science pro-
grams require one or more courses in statistics. 
Despite the importance of quantitative data analysis 
in these disciplines, students with limited mathemat-
ics backgrounds and anxiety over statistics present a 
challenge to professors teaching these courses 
(Bandalos, Finney, and Geske 2003; Blalock 1987; 
Cerrito 1999; Forte 1995; Garfield and Chance 
2000; Macheski et al. 2008; Wilder 2010). Not sur-
prisingly, faculty assigned to teach statistics search 
for approaches that improve students’ statistical 
skills. Numerous classroom techniques (e.g., small-
group work, collaborative testing, humor, computer-
assisted instruction, active learning, etc.) have been 
described in college statistics courses (Delucchi 
2006; Helmericks 1993; Schacht and Stewart 1990; 
Schumm et al. 2002; Strangfeld 2013). Faculty 
using these practices report greater student satisfac-
tion with the course (Fischer 1996; Perkins and Saris 
2001; Potter 1995; Stork 2003), reduction of anxiety 

(DeCesare 2007; Lomax and Moosavi 2002), and a 
belief that learning was greater than students could 
have achieved without the instructional innovation 
(Auster 2000; Wybraniec and Wilmoth 1999; 
Yamarik 2007).

Upon close review, many of these studies pro-
vide little or no (direct assessment) empirical evi-
dence that students’ statistics skills and knowledge 
(i.e., learning) actually increased because of the 
teaching strategy. Assessment is subjective and fre-
quently relies on the perceptions of students or fac-
ulty (Fisher-Giorlando 1992; Lomax and Moosavi 
2002; Marson 2007; Schacht and Stewart 1992). 
While not without some merit, comments based on 
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Abstract
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informal impressions, and even quantitative mea-
sures of course satisfaction (e.g., student evalua-
tions of teaching or alumni surveys), do not directly 
signify student learning. As indicators of perceived 
knowledge (rather than actual knowledge), these 
indirect methods of assessment are limited because 
assumptions must be made about what such self-
reports mean (Price and Randall 2008).

Students’ academic performance, such as exami-
nation scores and course grades, as a proxy for learn-
ing (Borresen 1990; Delucchi 2007; Perkins and 
Saris 2001; Smith 2003; Yamarik 2007) also does 
not represent direct evidence of learning (Baker 
1985; Chin 2002; Garfield and Chance 2000; Lucal 
et al. 2003; Wagenaar 2002; Weiss 2002). Why not? 
Learning is different from performance. Learning is 
increased knowledge: that is, the difference between 
what students know at the beginning of the semester 
compared with the end of the semester. Performance 
is demonstrating mastery: for example, accurate 
computation of a statistic or a correct answer to a 
multiple-choice question. This distinction between 
learning and performance is important since stu-
dents enter courses with unequal knowledge, skills, 
and educational experiences. For instance, a student 
may begin the semester knowing little, learn a great 
deal, perform adequately, and receive average 
grades, or a student may enter a course knowing a 
great deal, learn a small amount, perform very well, 
and earn high grades (Neuman 1989). Consequently, 
pretests are necessary to establish prior knowledge, 
and posttests are requisite to measure learning.

Direct assessment of student learning in under-
graduate statistics courses, based on pretests and 
posttests, is rare (Bridges et al. 1998; Price and 
Randall 2008). An objective of this study is to eval-
uate the effect of course completion on students’ 
statistical knowledge. Therefore, I use a pretest-
posttest design to measure students’ prior course 
knowledge and to measure learning at the end of 
the semester. This method of assessment is pro-
ceeded by recommendations on the use of pretest-
posttest data to inform pedagogy in undergraduate 
social statistics.

Data and Methods
Institutional Context
The study was conducted at a small (approximately 
1,500 students) state-supported baccalaureate 
degree–granting university in the United States. 
The “Carnegie classification” describes the institu-
tion as a Baccalaureate College–Liberal Arts 

(McCormick 2001). The institution is coeduca-
tional (68 percent women; 32 percent men), ethni-
cally diverse (59 percent ethnic minorities), and 
comprised predominantly of students of nontradi-
tional age (65 percent are 25 years of age or older). 
Eighty-two percent of students are employed (40 
percent working more than 31 hours per week), and 
all students commute to the campus.

Course Description
Statistical Analysis is an undergraduate course 
taught in the Division of Social Sciences. The 
course introduces students to descriptive and infer-
ential statistics. Completion of College Algebra (or 
a higher-level mathematics course) with a grade of 
“C” or better is the prerequisite. Statistical Analysis 
is one of two methods courses required for all 
social science majors (e.g., anthropology, econom-
ics, political science, psychology, and sociology) at 
the university. In addition, the course fulfills a core 
requirement for professional studies majors (e.g., 
business/accounting and public administration). As 
a result, approximately 68 percent of the students 
enrolled in Statistical Analysis are social science 
majors and 32 percent come from professional 
studies.

Sample
Student data were derived from enrollment lists 
and class records for six sections of Statistical 
Analysis that I taught over a seven-year period. 
Complete information was obtained for 185 of the 
214 students enrolled in the course at the beginning 
of each semester, an 86 percent response rate. The 
class met for 75 minutes, twice a week, during a 
16-week semester. The course consisted primarily 
of lectures on descriptive and inferential statistics 
that paralleled chapters in the text and readings in a 
booklet about the Statistical Package for the Social 
Sciences (SPSS) (Stangor 2000).

Requirements for the course included Examination 
1 (15 percent), Examination 2 (20 percent), a final 
examination (35 percent), two small group projects 
worth 10 percent each, and 12 quizzes weighted a 
combined 10 percent. Textbook homework and 
computer exercises were assigned but not collected 
on a regular basis.1 This approach was intended to 
encourage students to be proactive and self-diag-
nostic with regard to course content. Students 
reporting difficulty completing these assignments 
were invited to seek my assistance prior to the due 
date. While the text (most recently Levin and Fox 
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2011) and SPSS booklet (Stangor 2000) changed as 
new editions became available, the instructor, lec-
tures, homework assignments, quizzes, group proj-
ects, examinations, and grading criterion were 
essentially constant across the six sections of the 
course.

Pretest-Posttest Instrument
To assess students’ statistical knowledge, a com-
prehensive multiple-choice examination was 
administered at the second class meeting during the 
first week of the semester.2 This pretest contained 
30 questions on descriptive and inferential statis-
tics derived from “typical” computational and 
quantitative reasoning skills covered in the 
Statistical Analysis course. (See the appendix for 
pretest-posttest content areas.) The same instru-
ment was administered as a posttest at the last regu-
lar class session, one week prior to the final 
examination. Students were given 45 minutes to 
complete each test and could use a calculator and 
consult their textbook.3 Pretest and posttest scores 
did not count as a grade or earn extra credit. Only 
students who completed both tests were included in 
the data set. The Office of Institutional Research 
and Assessment (serving as the campus institu-
tional review board for faculty research proposals 
requiring student and course-level data) approved 
the Statistical Analysis course pretest-posttest proj-
ect upon which this article is based. Information 
collected and analyzed did not include student 
names or other individual identifiable information.

In this study, the term learning refers to actual 
improvement over the span of a semester in mea-
surable skills and knowledge regarding social sta-
tistics. The dependent variable (Improvement) 
represented learning or knowledge gained from the 
course. Improvement was coded by subtracting the 
percentage of correct answers (out of 30) that stu-
dents received on the pretest from the percentage 
correct on the posttest. Positive values denoted an 
increase in students’ statistical knowledge from the 
beginning to the end of the course (pretest/posttest 
gain = Improvement), while zero or negative per-
centages signified no improvement. The higher the 
percentage, the more knowledge a student gained 
or material learned.

Course Characteristics
Class size and course meeting times were recorded. 
In addition to completing the pretest and posttest, 
students completed three examinations during the 

semester. These examinations required students to 
perform computations and interpret data. During 
each 75-minute test, students worked indepen-
dently but were permitted to use calculators, text-
books, lecture notes, quizzes, and homework 
assignments. The three examinations were scored 
on a 0- to 100-point scale.

Approximately once a week during the final 10 
to 15 minutes of class, students completed a quiz. 
Each quiz involved computations and interpreta-
tions similar to (but less rigorous than) those on 
examinations.4 Students could use calculators, text-
books, lecture notes, and their homework but were 
required to complete quizzes independently. The 
first four quizzes covered descriptive statistics and 
paralleled the quantitative skills assessed on 
Examination 1. Quizzes 5 through 8 covered infer-
ential statistics and involved knowledge evaluated 
on Examination 2. The last four quizzes focused on 
statistical relationships and demanded knowledge 
similar to that found on the final examination. The 
12 quizzes were scored on a 0- to 10-point scale.

Course requirements also included completion 
of two group projects. Approximately four weeks 
prior to a project’s due date, students were 
instructed to organize themselves into groups con-
taining two to four members. Groups decided how 
to divide the workload, but each member was 
required to be involved in all stages of the project. 
Students were collectively responsible for their 
project, and all members received a group grade. 
To discourage “free riders” (i.e., individuals who 
contribute little or nothing to the project), students 
were asked to apprise me of members who did not 
attend group meetings or were not performing their 
share of responsibilities. The class was informed 
that individuals who did not contribute their “fair 
share” to the project would have their grade low-
ered accordingly. After the initial formation of the 
groups, students met outside of class. Students 
were encouraged to meet with me when they had 
questions and to submit rough drafts of their 
papers.

Group Project 1 introduced students to material 
that would appear on Examination 1. Working in 
groups, students used SPSS to compute frequency 
distributions, cross-tabulations, and descriptive sta-
tistics (i.e., measures of central tendency and disper-
sion) for nominal, ordinal, and ratio scale variables. 
After obtaining an SPSS printout, the group was 
required to interpret the data and write up the results 
in a two- to three-page paper. Group Project 2 paral-
leled content on the final examination (e.g., correla-
tion and regression). Students were required to select 
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one scholarly article from several that I placed on 
reserve in the library. Each group was instructed to 
discuss the selected article and interpret its findings. 
Subsequently, the group was required to compose a 
two- to three-page paper demonstrating their ability 
to interpret multiple regression analysis as it 
appeared in the article. Grades were assigned to the 
group projects on a 0- to 12-point scale, where 12 = 
A, 11 = A–, 10 = B+, and so on.

Student Characteristics
Demographic information was collected on the 
pretest and posttest. Student characteristics 
included age, gender, major, and prior knowledge 
(percentage of correct answers on pretest). Table 1 
presents coding and descriptive statistics for all 
course and student characteristics.

Results
Pretest-Posttest Differences
To determine whether course completion was asso-
ciated with learning in social statistics, I had to 
establish that knowledge increased at the end of the 

semester. The study’s design generated appropriate 
data, while a statistical test was necessary to deter-
mine significant differences between pretest and 
posttest means (Improvement, i.e., the dependent 
variable). I applied a paired-sample t test to each of 
the six sections of the course Statistical Analysis.

Pretest-posttest means, standard deviations, and 
differences for each class taught and all classes 
combined appear in Table 2. The table displays the 
mean percentages of correct responses for the pre-
tests and posttests. The difference between means 
is statistically significant for each course and all 
courses combined (t = 22.0, p < .001), revealing 
substantial improvement (i.e., knowledge gain) in 
test scores. The overall mean pretest score (per-
centage correct) is 43.9 percent, compared with the 
mean posttest score of 64.8 percent. This difference 
between the pretest and posttest mean equals 20.9 
percent. Given the significant paired-sample t tests, 
I conclude that students’ social statistics knowl-
edge was greater at the end of the semester than at 
the beginning of the semester. This increased learn-
ing occurred in addition to the effects of students’ 
prior knowledge, as measured by the pretest. 
Consequently, it is unlikely that gains in learning 

Table 1.  Course and Student Coding, Means, and Standard Deviations (N = 185).

Characteristic Coding Information M SD

Pretest Arithmetic average of the percentage of correct 
answers on the pretest

43.89 11.13

Posttest Arithmetic average of the percentage of correct 
answers on the posttest

64.76 12.99

Improvement Percentage correct on posttest minus 
percentage correct on the pretest

20.88 11.55

Age Student age (in years) 29.66 9.53
Female Percentage of female students 76.00 42.90
Social science Percentage of anthropology, economics, political 

science, psychology, sociology, or unclassified 
social science majors

68.00 49.60

Professional Percentage of business administration, 
accounting, or public administration majors

32.00 46.90

Night class Percentage of courses taught after 5 p.m. 12.00 33.00
Class size Number of students enrolled in course 30.83 4.10
Examination mean Arithmetic average of three examinations, coded 

on a 0- to 100-point scale
80.63 12.72

Quiz mean Arithmetic average of 12 quizzes, coded on a 0- 
to 10-point scale

  8.25 1.15

Group projects Arithmetic average of the combined grades 
of Group Projects 1 and 2, coded into 12 
descending numeric categories representing A 
to F: 12 = A, 11 = A–, 10 = B+, etc.

  8.66 2.27
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can be attributed to student experiences prior to 
enrollment in my social statistics course.

Discussion
The results reveal statistically significant gains in 
knowledge for each course section and all sections 
combined. The pretest-posttest instrument consis-
tently documents improvement in student learning: 
that is, on average, nearly a 21 percent increase in 
correct responses between test administrations. I 
attribute this increase to learning and the acquisi-
tion of quantitative skills. Pretest-posttest knowl-
edge gain was influenced more by the content and 
presentation of the social statistics course than by 
students’ statistical ability and/or test-taking skills 
prior to the class.

Pedagogical Implications
This study has application to higher education in 
the areas of pedagogy, student learning, and assess-
ment. The findings are germane to faculty in gen-
eral and to those who teach statistics, one of the 
most challenging courses in the undergraduate cur-
riculum, in particular. By integrating a pretest- 
posttest design into social statistics courses, sociolo-
gists generate data that may be used to improve 
their pedagogy and enhance student learning of 
quantitative skills.

The results are by no means representative of all 
students or institutions, so the conclusions drawn are 
best viewed as tentative. Clearly, students performed 
better, on average, on the posttest. However, the 
present study suggests only that students can learn to 
interpret and analyze quantitative data in an under-
graduate course. The next step is to examine the 

relative effectiveness of different teaching strategies 
for instruction in social statistics. Below, I offer ped-
agogical advice.

A pretest-posttest instrument, once put into 
practice, can be used to improve the process of 
teaching statistical skills to undergraduates. For 
example, posttest content on which students per-
formed poorly can be revised, and increased 
emphasis and class time can be devoted to these 
topics. Then again, some students may enter the 
course with stronger than expected quantitative 
skills; consequently, they grasp complex statistical 
concepts more readily than anticipated by the 
instructor. Pretests can identify a student’s prior 
knowledge of course content, enabling faculty to 
spend less time on those areas. In short, both the 
instructor and students can benefit from a pretest-
posttest course design.

The assessment model described here provides 
faculty with the opportunity to identify groups of 
students with similar pretest-posttest results. For 
instance, an instructor notices that students who 
received high pretest scores exhibited the most 
improvement on the posttest. Conversely, students 
that showed the least pretest-posttest improvement 
may have performed poorly on the pretest. Such 
information is invaluable for those teaching social 
statistics. If “at-risk” students can be detected with 
the pretest, remediation of problem areas is possi-
ble. Students identified early in the semester can be 
offered review and preview course materials and/or 
grouped with students who scored high on the pre-
test to work on collaborative learning projects.

While pretest-posttest assessment can docu-
ment student learning, the absence of knowledge 
gain or “value added” from class completion indi-
cates a need to improve the course. In response to 

Table 2.  Pretest-Posttest Means, Standard Deviations, and Differences.

Pretest Posttest

Section n M SD M SD Difference t df

1 31 45.3 11.2 67.9 11.8 22.6* 10.0 30
2 31 40.1 12.9 62.6 14.6 22.5*   8.5 30
3 36 46.0 10.7 66.6 13.9 20.6* 10.2 35
4 33 45.9 10.4 60.2 12.1 14.3*   8.2 32
5 32 43.3 11.5 64.0 12.5 20.7* 10.4 31
6 22 42.8   9.8 60.0 11.2 17.2*   7.9 21
1–6 185 43.9 11.1 64.8 13.0 20.9* 22.0 184

Note: The values for the difference column are the changes in the percentage correct from the pretest to the 
posttest. *p < .001 (two-tailed test).
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such an outcome, sociologists can use a pretest-
posttest course design to evaluate the effectiveness 
of innovative pedagogy. For example, faculty could 
use hierarchical regression analysis (Schutz et al. 
1998) to assess the net effect of teaching strategies 
(e.g., active learning exercises, use of computer 
technology in data analysis, and cooperative group 
projects) on students’ pretest-posttest results. If 
experimentation with cooperative group activities 
reveals a strong positive effect on student learning, 
faculty possess empirical evidence to justify course 
modifications that expand application of this peda-
gogical innovation. The same analytic procedure 
can identify the effects of student characteristics 
(e.g., age, gender, field of study) on pretest-posttest 
differences. Multivariate analysis, in combination 
with pretest-posttest data, helps faculty answer the 
following pedagogical question: “How much of the 
total variance in students’ learning is explained by 
specific teaching strategies and/or student and 
course characteristics?”

Academic departments, colleges, and universi-
ties seeking to maintain accreditation and demon-
strate compliance with professional and government 
guidelines increasingly must rely on assessment of 
students. Pretest-posttest course designs are one 
means of documenting that learning is taking place 
in the classroom. As distance learning technology 
and instructional software replace traditional 
approaches to teaching social statistics, there is 
increasing need for practical and accessible ways to 
determine the efficacy of these methods. When 
designed to evaluate students’ statistical knowledge 
and skills, pretest-posttest assessments inform peda-
gogy and focus faculty on the most important assess-
ment goal: improving students’ learning of social 
statistics.

Suggestions for Future Research
Although the findings of this study suggest that stu-
dents’ statistical abilities increased over the course 
of a single semester, the results do not inform the 
debate over other salient issues in social statistics, 
for example, assessment of particular teaching 
strategies. Consequently, I suggest the following 

areas for exploration. First, future research should 
identify course characteristics that improve learning 
in social statistics at different types of institutions 
and on diverse student populations. Modifications 
in course design and implementation may be 
required for the effective application of instruc-
tional innovation in different environments. 
Second, more studies are required that connect 
pedagogical practices to actual student learning 
(i.e., direct assessment). Using student evaluations 
of teaching, attitude surveys, and even course grade 
point averages as learning outcomes does not ade-
quately measure whether a particular technique 
increased students’ statistical skills and knowledge. 
I suggest using gains in information content-learn-
ing to evaluate outcomes (Gelles 1980). Third, 
there is a need for more experimental assessments 
of pedagogy in social statistics courses. This would 
include research designs that use a systematic 
method of comparison, using both pretest-posttest 
and experimental and control groups (Baker 1985; 
Chin 2002). For example, faculty assigned to teach 
multiple sections of statistics might use a “new” 
method of instruction in one section and compare 
the amount learned with a traditionally taught 
course.

Conclusion
During the seven-year period in which the six sec-
tions of social statistics were taught, student evalu-
ations of the course were very high, exceeding the 
campus average.5 Evidence that students report 
high levels of satisfaction is gratifying, especially 
when one considers the notorious reputation that 
social statistics has for many students. Nevertheless, 
had the high evaluations been juxtaposed with little 
or no evidence of student learning, skepticism 
about the efficacy of my instruction would be justi-
fied. Faculty seeking new ways to teach social sta-
tistics should continue to experiment with their 
pedagogy. However, they must also assess student 
learning and be prepared to modify the content and 
delivery of social statistics when evidence of 
knowledge gain cannot be linked to course 
completion.
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Notes
Reviewers for this manuscript were, in alphabetical order, 
Jay Howard, Matthew Oware, and Jenny Stuber.
1.	 Students were informed on the course syllabus that 

the instructor reserved the right to collect home-
work and computer exercises on a random basis and 
grade such assignments as “pop” quizzes that would 
be computed into students’ overall quiz grade.

2.	 This test was created by sampling content from 
materials used in the course Statistical Analysis, 
including homework exercises, quizzes, examina-
tions, projects, and textbooks. The instrument was 
pilot tested in a Statistical Analysis course one 
semester prior to its implementation in the study. 
Based on feedback from students and their perfor-
mance, the test was revised, primarily to clarify spe-
cific questions.

3.	 Allowing students to use their textbook on the pre-
test is consistent with my teaching philosophy and 
course policy. Students are permitted to use their 
textbooks on all quizzes and examinations. Why? 
I see little value in requiring students to memorize 
formulas and statistical tables. Moreover, providing 
students access to their text enables me to assign 
more challenging quiz and examination problems. 
Finally, any advantage students would receive from 
access to their textbook on the pretest would have 
a conservative effect on their posttest results (i.e., 
reduce the amount of improvement); therefore, any 
statistically significant improvement in posttest 
scores represents evidence of knowledge gain over 
and above access to the course textbook.

4.	 By “less rigorous,” I am referring to a reduction in 
the quantity of data (i.e., sample sizes), not a dif-
ference in the computational or analytical skills 

Pretest-Posttest Content Areas for the Statistical Analysis Course

Item No. Topic

  1 Organizing raw data—descriptive statistics
  2 Frequency distributions—descriptive statistics
  3 Contingency (cross-tabulation) tables—descriptive statistics
  4 Contingency (cross-tabulation) tables—descriptive statistics
  5 Histogram—descriptive statistics
  6 Scatter plot—descriptive statistics
  7 Skewness—descriptive statistics
  8 Percentiles—descriptive statistics
  9 Central tendency (mean)—descriptive statistics
10 Central tendency (mode)—descriptive statistics
11 Central tendency (median)—descriptive statistics
12 Variance and standard deviation—descriptive statistics
13 Normal curve—inferential statistics
14 Normal curve—inferential statistics
15 Confidence interval—inferential statistics
16 Hypothesis testing—inferential statistics
17 Hypothesis testing—inferential statistics
18 Hypothesis testing—inferential statistics
19 Hypothesis testing—inferential statistics
20 Hypothesis testing—inferential statistics
21 t test—inferential statistics
22 t test—inferential statistics
23 Analysis of variance (ANOVA)—inferential statistics
24 Analysis of variance (ANOVA)—inferential statistics
25 Chi-square—inferential statistics
26 Correlation
27 Correlation
28 Regression
29 Regression
30 Multiple regression

Appendix
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necessary to solve the problem. This adaptation was 
necessary to enable students to complete the quiz 
within 10 to 15 minutes.

5.	 The university’s student evaluation of teaching 
(SET) form (a standard questionnaire adminis-
tered by the institution at the end of the semester) 
measures student satisfaction with the course and 
instructor in several areas. For example, “The 
Instructor: created an environment conducive to 
learning; encouraged student-student and student-
instructor interaction;” and “My satisfaction with 
the way the course was taught.” Items are scored 
on a five-point response scale (1 = hardly ever to 
5 = always). Mean scores (ranging from 4.2 to 4.7) 
for all six sections of the Statistical Analysis course 
met or exceeded the campus average on all items. 
Student comments written on the SET form provide 
qualitative information. Students were asked to 
respond to the following question: “What is your 
evaluation of this course as a learning experience? 
Please comment on its strengths and weakness.” 
Most students did not respond to this question, but 
those who did were positive: for example, “Group 
projects helped me understand the material better.” 
In sum, the evaluation scores and students written 
comments reveal high levels of student satisfaction 
with the course.
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