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Abstract

Extreme response style (ERS) and acquiescence response style (ARS) are among the most encountered problems in attitudinal research. The authors investigate whether the response bias caused by these response styles varies with following three aspects of question format: full versus end labeling, numbering answer categories, and bipolar versus agreement response scales. A questionnaire was distributed to a random sample of 5,351 respondents from the Longitudinal Internet Studies for the Social Sciences household panel, of which a subsample was assigned to one of five conditions. The authors apply a latent class factor model that allows for diagnosing and correcting for ERS and ARS simultaneously. The results show clearly that both response styles are present in the data set, but ARS is less pronounced than ERS. With regard to format effects, the authors find that end labeling evokes more ERS than full labeling and that bipolar scales evoke more ERS than...
agreement style scales. With full labeling, ERS opposes opting for middle response categories, whereas end labeling distinguishes ERS from all other response categories. ARS did not significantly differ depending on test conditions.
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1. INTRODUCTION

A survey researcher’s ultimate dream is to develop unbiased measurements of opinions and attitudes. However, measurement error is hard to avoid, and when measurement error is not random, it is of great concern to any survey researcher. Response bias is a well-known source of non-random error, and Likert-type rating scales have been shown to be prone to all kinds of biases (Chan 1991; Greenleaf 1992; Kieruj and Moors 2010; Smith 1967). In this paper, we focus on the question of whether certain aspects of scale format—more specifically, the verbal and numerical labeling of the answer categories—affect a respondent’s likelihood of providing biased responses.

Response bias is defined as response style whenever a person responds systematically to questionnaire items on some basis other than what the items were specifically designed to measure (Paulhus 1991). In this study, we focus on two commonly discussed response style behaviors in attitude research: (1) extreme response style (ERS) and (2) acquiescence response style (ARS). ERS is the tendency to choose only the extreme endpoints of the scale (Hurley 1998), and ARS is the tendency to agree rather than disagree with items regardless of item content (Van Herk, Poortinga, and Verhallen 2004). These response styles can be particularly problematic for comparative research; when left unevaluated, cultural differences may be misinterpreted as substantive differences in the construct being examined (Johnson et al. 2005). Developing scales that are not affected or are much less affected by response styles thus becomes important. Hui and Triandis (1989), for instance, found that cultural variations in ERS use were apparent when 5-point scales were used, but such variations vanished when 10-point scales were administered.

The process of constructing a rating scale is not as straightforward as it may first appear. There are several choices a researcher must make
when designing a rating scale. Deciding on the number of answer categories, for instance, is such an issue (Krosnick and Fabrigar 1997; Preston and Colman 2000; Symonds 1924). Similar problems arise with other aspects of rating scales, such as numbering and labeling of answer categories. A common distinction that is made when labeling occurs is that of “full labeling” and “end labeling.” In full labeling, all answer categories are verbally labeled (e.g., a five-point scale would consist of the labels “completely disagree,” “disagree,” “do not disagree or agree,” “agree,” and “completely agree”), whereas in end labeling, only the end categories are labeled (e.g., “completely disagree” and “completely agree”). We are interested in the question of whether the use of end labeling rather than full labeling evokes the use of ERS and ARS. Another topic of interest involves the issue of bipolar versus agreement scales and its influence on response behavior. These scales differ in their numbering of response categories, with full labeling presenting both negative and positive values, whereas end labeling presents only positive values. Finally, it seems to be common practice to attach numbers to response categories alongside the category labels. The question asked regarding this topic is whether presenting respondents with extra anchors in the form of numbers will yield different degrees of ERS and ARS.

We have organized this paper as follows. First, we present an overview of previous findings regarding the effect of scale format on data quality (i.e., reliability, validity, and response bias). Second, we discuss our research questions in more detail. Third, we briefly introduce the latent class model used in our analyses. Fourth, we investigate whether ERS and ARS are affected by full labeling versus end labeling, bipolar versus agreement scales, and the presence of numeric values of answer categories. Finally, we present our conclusions.

2. LITERATURE REVIEW: THE EFFECT OF SCALE FORMAT ON DATA QUALITY

In this research, we use a split-ballot design to study three interrelated topics regarding the labeling and numbering of attitude scales and their influence on the likelihood of response bias. Response bias refers to the issue of measurement validity in the sense that we question to what extent the relationship between indicators and latent content variables is biased by latent variables other than those intended. Deciding on
whether and how to label and/or number a response scale is a task faced by every survey research practitioner. Hence, whether the choices that have been made have consequences regarding response bias is of scientific as well as societal relevance. The first topic deals with full labeling versus end labeling of scales; the second topic revolves around the issue of numerical values and whether to use them to accompany the answer categories; the third topic deals with the comparison of agreement versus bipolar response scales. In the overview that follows, we discuss each of these topics on the basis of findings and perspectives from the literature. What unifies these studies across topics are two complementary theoretical propositions:

1. Survey question formats may increase response burden depending on how cognitively demanding they are. Originally coined by Simon (1955), the concept of “satisficing” has been used by Krosnick (1991), among others, to indicate that when response burden increases, respondents are more likely to satisfice rather than to optimize their responses. Consequently, response bias will increase.

2. In line with the principle of nonredundancy (Grice 1989), it is expected that respondents tend to look for cues on how to respond to survey questions in their attempts to give adequate answers. Consequently, they tend to assign meaning to all incentives given in the question format. Reflecting the satisficing principle, it is also expected that the less demanding the “cue-looking” task is, the less vulnerable a scale format is to response bias.

2.1. Full Labeling versus End Labeling

A considerable number of studies have been devoted to the issue of labeling all points or only the endpoints of a rating scale. Proponents of full labeling have argued that such labeling provides more information to respondents about how to interpret the scale (Johnson et al. 2005; Weng 2004). For this reason, the response load should be less burdensome in the case of full labeling, possibly leading to more accurate responses. In accordance with this reasoning, Dickinson and Zellinger (1980) showed that respondents prefer fully labeled scales to scales with end labeling. Furthermore, Arce-Ferrer (2006) showed that only one-fifth of respondents could correctly fill out the verbal center labels of an end-labeled scale, supporting the idea that respondents need help with interpreting
categories. In favor of end labeling, Krosnick and Fabrigar (1997) argued that numbered end-labeled scales may be less cognitively demanding than fully labeled scales because the former scales are more precise and easier to hold in memory. At the same time, other researchers argue that fully labeled scales show higher validity than scales with end labeling (Corominas and Coenders 2006; Krosnick and Berent 1993; Peters and McCormick 1966). This is contradicted by Andrews (1984), who found that validity was lower if full labeling rather than end labeling was used.

There have also been a limited number of studies focusing on the effect of end labeling versus full labeling on response style behavior. For example, Weijters, Cabooter, and Schillewaert (2010) found that fully labeled scales evoke more ARS and less ERS than scales that have end labeling. The latter finding points out that in the case of a fully labeled scale, the center categories become more salient to respondents than they are in scales in which only the end categories are labeled. In contrast, a study by Lau (2007) showed no significant effect of end labeling versus full labeling on ERS.

2.2. Using Numerical Values to Accompany Answer Categories

Whether the absence or presence of numerical labels affects data quality is a topic that has not yet been extensively studied, which may be because it is difficult to imagine how such absence or presence might affect response behavior. However, studies from different lines of research do show that alterations in the use of numbers can affect response behavior. For example, reversing the numerical values of a response scale (Krebs and Hoffmeyer-Zlotnik 2010) or making the verbal labels incompatible with the numerical labels (Hartley and Betts 2010; Lam and Kolic 2008; Rammstedt and Krebs 2007) are found to produce variations in response patterns. Because the results in these studies were at least partially dependent on the use of numerical values, the issue of whether to assign numerical values to category labels should probably not be dismissed without a closer look either.

Krosnick and Fabrigar (1997) argued that it is not usual for people to express their opinions in a numerical manner in daily life, and it may therefore not be a natural way for respondents to express themselves. Tourangeau, Couper, and Conrad (2007) found that rating scales with only verbal end labels and no numerical labels as opposed to scales that were fully labeled or numbered were prone to cues such as giving the
endpoints of the scale differing colors. This effect was entirely eliminated if labels for all categories were used (even if they were only numerical labels). These findings suggest that if no verbal or numerical labels are used, respondents become more susceptible to hints and thus more inclined to use other heuristics such as response style behavior to arrive at acceptable answers.

2.3. Agreement Scales versus Bipolar Scales

Agreement scales typically portray the gradual presence of a certain trait or the agreement with a certain position. For example, a scale consisting of seven answering categories uses numerical values that run from 1 to 7 (or 0 to 6), with category 1 representing disagreement and category 7 representing agreement. Selecting the lowest value on an agreement scale implies the absence of a trait or absence of agreement with a proposition. On the other hand, in the case of bipolar scales, a 7-point scale would have numerical values running from –3 to +3, with the lowest category not only implying the absence of a trait but also the exact opposite of the given trait. Several studies have shown that using bipolar scales instead of agreement scales can alter answering tendencies of respondents. For example, Schwarz et al. (1991) found that respondents who received a bipolar scale to rate the question “How successful would you say you have been in life?” used the lower categories considerably less often than respondents who received the agreement scale. They argue that respondents in the bipolar treatment interpret the lowest end label as the presence of failures, whereas the respondents in the agreement treatment interpret this same answering category as the absence of outstanding achievements. Other studies carried out by Schwarz and colleagues have yielded similar results (Schwarz 1999; Schwarz and Hippler 1995). The numerical values, the form, and probably other aspects of rating scales may appear as merely formal features to the survey constructor. What the literature review has shown is that such aspects of the scale may function as clues about how to go about answering questions by respondents. Response bias is then the outcome.

3. DEVELOPING THE RESEARCH QUESTION

In this study, we focus on ERS—the tendency to choose the endpoints of a scale—and ARS—the tendency to agree with questions—and we
attempt to establish whether these types of response styles are affected by certain format issues. Given the previous findings in this area of research, we were able to formulate some hypotheses regarding the effect of response format on response styles. First, because labeling only the ends of a scale makes the end categories more salient and clearer than the center categories, we expect respondents to be more inclined to use ERS when presented with an end-labeled scale than when presented with a fully labeled scale. Second, we expect respondents to make more use of ARS if the meaning of answering categories is less clear, that is, if only the endpoints are labeled and no numerical labels are used. Third, we expect that the type of numbering of end-labeled scales will affect the likelihood of ARS. Bipolar scales make use of both negative numbers, indicating levels of disagreement, and positive numbers, indicating agreement. Respondents will be less likely to use the answering categories in the lower half with this format compared with agreement scales that use only positive integers.

4. DATA, DESIGN, AND METHOD

4.1. Participants

Our split-ballot experiment was implemented in the Longitudinal Internet Studies for the Social Sciences (LISS) Web panel of CentERdata (http://www.lissdata.nl/lissdata/Home), which is a Dutch household panel that was initiated in 2008 and consists of 8,044 participants. We would like to stress that the quality of the sampling strategy matches the high standards set in regular face-to-face surveys. In contrast with voluntary Internet panels, the LISS panel includes households that were recruited using a random-sampling design. Participants who did not have personal computers and/or Internet access were granted Internet facilities so that these participants would not automatically be excluded from the panel.

Our attitudinal scales were fielded in February 2009 and filled out by 5,351 respondents, a response rate of 65 percent (American Association for Public Opinion Research code RR6). The sample was 46.1 percent male and 53.9 percent female. Ages ranged from 16 to 95 years, with a mean age of 47. A subsample of 3,266 respondents filled out the questionnaires with the five test conditions used in this research. A split-ballot experiment was adopted to ensure that experimental groups differed only in treatment. Although unlikely, we checked whether
differential nonresponse might have distorted the comparability of experimental groups. No significant differences in age, gender, education, and marital status between groups were found.

It is worth mentioning that the design of the LISS study reduces rather than emphasizes the risk for satisficing response behavior. Satisficing increases with the length of a questionnaire (response burden) and when respondents are less familiar with the survey context. LISS respondents had been familiarized with answering survey questions on several occasions prior to answering our set of questions. Furthermore, only short questionnaires were used in this Web survey, and as a consequence, fatigue or loss of interest was less likely to occur than with long questionnaires.

4.2. Questionnaire

This research requires the use of balanced sets of items. The minimum requirement to measure ARS is that at least one scale be partially balanced (Billiet and McClendon 2000), because it can only be said that respondents exert ARS if they agree with both positively and negatively worded items regardless of item content. Balanced scales are hard to find, presumably because they are difficult to operationalize in many situations. We have selected four items from two scales measuring attitudes toward environmental issues (α values ranging from .707 to .762) and attitudes toward risky driving (α values ranging from .740 to .766), as shown in Table 1. The items from the environment scale were adopted from a revised New Ecological Paradigm Scale by Dunlop et al. (2000). The driving scale was based on four items from a “risky drivers” attitude scale (Yilmaz and Çelik 2006). Both of these scales use an agree-disagree format. Although it has been argued that this format is susceptible to ARS, we maintained the format in this study not to arouse ARS but mainly because the format is still overwhelmingly used in today’s survey practice. Furthermore, because our study varied in the way these labels were used, we were able to provide additional insights on the issue.

Each set of four items provided a fully balanced set, meaning that we included as many positively worded items as negatively worded items in the scales. Preliminary analyses revealed that the last item from the risky driving scale needed to be omitted, because virtually all respondents chose the sixth or seventh answering category. Our scales were
4.3. Design

In the setup of this study, respondents were randomly assigned to five formats that varied in the use of labeling and numbering of response scales to the same set of questions. Each response scale included seven ordered answer categories that differed in the following ways:

- **Format 1**: full labeling with numerical values
- **Format 2**: full labeling without numerical values
- **Format 3**: end labeling with numerical values
- **Format 4**: end labeling without numerical values
- **Format 5**: end labeling with bipolar numerical values

The fully labeled scales were labeled “totally disagree,” “disagree,” “disagree somewhat,” “neither disagree nor agree,” “agree somewhat,” “agree,” and “totally agree,” whereas the end-labeled scales were labeled only “totally disagree” and “totally agree” at the ends. Numerical values ran from –3 to +3 in the bipolar numbered scale treatment and from 1 to 7 in the agreement numbered treatments with numerical values. The starting value of 1 was chosen rather than 0 to avoid respondents misinterpreting the latter as identifying the “absence” of a

---

**Table 1.** Scales and Corresponding Items

<table>
<thead>
<tr>
<th></th>
<th>(a) Humans are severely abusing the environment (–).</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(b) The balance of nature is strong enough to cope with the impacts of modern industry (+).</td>
</tr>
<tr>
<td></td>
<td>(c) The so-called “ecological crisis” facing humankind has been greatly exaggerated (+).</td>
</tr>
<tr>
<td></td>
<td>(d) The balance of nature is very delicate and easily upset (–).</td>
</tr>
<tr>
<td>2</td>
<td>(a) Safe drivers can exceed posted speed limits (+).</td>
</tr>
<tr>
<td></td>
<td>(b) Driving above posted speed limits is not a problem if the conditions are proper (+).</td>
</tr>
<tr>
<td></td>
<td>(c) Even if you have good driving skills, speeding is not OK (–).</td>
</tr>
<tr>
<td></td>
<td>(d) It is always risky to drive after drinking alcohol (–).</td>
</tr>
</tbody>
</table>

*Note:* The original questions were translated from the Dutch by the authors.
value on a scale. In the bipolar numbered scale, the value of 0 most clearly identified the neutral position. The end labeling with numerical values treatment (format 3) had about twice as many respondents assigned to it, which was done to anticipate future research. Other aspects of question format were held constant across test conditions following the standard ruling of the LISS procedure to which the respondents were accustomed, that is, no explicit “don’t know” option and excluding the possibility of revising previously given responses. We did not want to depart from this procedure to avoid arousing suspicion regarding our experiment.

4.4. Model

We used a latent class confirmatory factor model originally proposed by Moors (2003) and extended by Morren, Vermunt, and Gelissen (2011) to detect and control for ERS. The first of these models suffered from a lack of parsimony, because all effects of the latent variables on response variables were defined as nonmonotone, resulting in \( C - 1 \) parameters per response variable, where \( C \) is the number of response categories. The extended model demonstrated that the complexity of the original model could be reduced by defining a monotone relationship between the latent content variables and the response variables and a nonmonotone relationship in the case of ERS. In this research, we further extended the model by simultaneously estimating ERS as well as ARS. Modeling ARS was possible by imposing equal-sign monotone effects on all response variables so that the prevalence of effects on items was equal in both positively and negatively worded items. The resulting model was a restricted multinomial logit model that can be written as a linear model for the logit of responding in category \( c + 1 \) instead of \( c \), as follows:

\[
\log \frac{P(Y_{ij} = c + 1|F1_i, F2_i, ERS_i, ARS_i)}{P(Y_{ij} = c|F1_i, F2_i, ERS_i, ARS_i)} = (\beta_{0jc+1} - \beta_{0jc}) + \beta_{1j}F1_i + \beta_{2j}F2_i + (\beta_{3jc+1} - \beta_{3jc})ERS_i + \beta_4ARS_i,
\]

in which \( Y_{ij} \) denotes the response of individual \( i \) to rating item \( j \), \( F1 \) and \( F2 \) denote the latent content factors, and \( ERS \) and \( ARS \) denote the latent response styles. This model shows how the parameters relate to the adjacent-category logits. The parameters \( \beta_{1j}, \beta_{2j}, \) and \( \beta_4 \) are effects on
the adjacent-category logits, and they define the monotone relationship between $F_1$, $F_2$, $ARS$, and $Y$. The term $(\beta_{3c+1} - \beta_{3c})$ defines the nonmonotone relationship of $ERS$ with $Y$ and implies the estimates of $C - 1$ $\beta$-parameters, where $C$ is the number of response categories.

In this research, the latent class content factors referred to the two “environment” and “risky driving” attitude scales, and items were allowed to load only on their corresponding attitudinal factors. In the case of the ERS and ARS, all items loaded on these style factors because all such items were supposed to be affected by response bias. Content factors were allowed to correlate with one another, but style factors were not. This way, we were able to filter out the influences of response styles on attitudinal dimensions.

The latent class factor approach was particularly chosen because this method allows for estimating separate effects of a latent “response style” factor on each response category of the observed response items. As such, respondents’ preferences for certain answer categories might show up. In this research, ERS was the response pattern that emerged. In the case of the two content factors and ARS, we simplified the model by imposing ordinal restrictions resulting in a single effect estimate per item. All models were estimated using the software program Latent GOLD 4.5 (http://www.statisticalinnovations.com), developed by Vermunt and Magidson (2005).

At this point, there may be concern that our model conflates substantive responses with response styles since it resembles the “unmeasured latent method construct” approach, which Richardson, Simmering, and Sturman (2009) advised against using because it works only when one can be sure that the bias is present in the data. We agree that estimating a response bias with a latent method factor can be dangerous in the sense that it might capture content information about the concepts being measured. To avoid this, it should be taken into account that a latent response style factor can be interpreted as a style factor only if the response pattern is not consistent with the content that is measured (Billiet and McClendon 2000). Hence, ARS can be unequivocally diagnosed only if respondents tend to agree with both negatively and positively worded items measuring the same concept, a situation achieved in this research by imposing the positive effects of ARS on all items.

As far as ERS is concerned, the following features of our model reduce the likelihood of confounding substantive responses with ERS: (1) ERS is uncorrelated with the content factors, (2) ERS is measured
as a single latent class factor influencing responses to sets of items that differ in substantive meaning, (3) ERS is the outcome of an exploratory search on which response categories are preferred systematically more (or less) than other categories independent of content, and (4) including ERS decreases the distance between extreme responders and endpoint avoiders without necessarily changing their relative positions on the content dimensions. Additional evidence that the applied strategy does not conflate substantive responses with response styles is presented in the Appendix, in which we demonstrate that relative positions on the content factors change only slightly when ERS is taken into account, making the relative distance between “avoiders of extremes” versus “endpoint responders” somewhat more narrow without completely eliminating it. Furthermore, in previous research (Kieruj and Moors 2013), it is demonstrated that an ERS factor defined by the latent class factor model correlated with an ERS index calculated as the sum of extreme responses in a larger set of uncorrelated items. The latter index accommodates Greenleaf’s (1992) procedure to define a contentless measure of ERS. Correlations ranged from .371 to .493, which is fairly high because these questions were administered at other waves in the LISS panel. Weijters et al. (2010) adopted Greenleaf’s procedure of defining a contentless measure of ERS by counting extreme scores, and they calculated a similar index to measure ARS. The problem with these kinds of indices is that they are deterministic rather than model based. There are two benefits to our model-based approach: (1) Model fit comparisons allow us to research whether including response style factors improve model fit, hence evaluating whether they did affect the measurement of substantive scales, and (2) the method partitions the responses on items into a part affected by content (true score) and a part affected by style (response bias).

4.5. Model Specifications

In the previous section, we elaborated on the model used in this research by defining the general model. The empirical analyses implied further model specifications that are specified in this section. As a general rule model specification implies model fit comparisons. In latent class analysis, decisions on model selection are based on log-likelihood (LL) estimates and information criteria. In this research, we make use of the Bayesian information criterion (BIC), which simultaneously estimates
the fit of the model alongside its parsimony (number of parameters relative to the other models it is compared with) and partly compensates for sample size. The lower the BIC value, the better the balance between fit (LL) and complexity (number of parameters, \(N_{\text{par}}\)).

The basic model refers to a single sample, whereas our split-ballot approach involves five samples parallel to the five test conditions. As a way of screening the data, we first ran separate analyses on each of the five samples, but pooling the data and adopting a multiple-group comparison approach, in which the five conditions define the group variable, is the more solid way of testing our hypotheses. If it makes no difference which of the five response scale formats is used, then the measurement model would be the same in each treatment, and the group variable would have no effect on the latent class factors. By estimating alternative models in which effects of the group variable on the measurement part of the model are included and by comparing the model fit, we can decide on the effect of the five scale formats on response bias. How this works will become clear when we provide details on the alternative models we compared.

Prior to estimating whether test conditions affect the occurrence of response style biases, we needed to be sure that adding ERS and ARS to the model was really needed. For that purpose, we compared a reference model (model 1.1 in Table 2) that did not include latent factors (the one-class model) with four other models. First, a model with content factors and no style factors (model 1.2) was compared with model 1.1, with Table 2 showing that adding the content factors is a major improvement in terms of BIC and \(\Delta LL\). Second, the reference model

<table>
<thead>
<tr>
<th>Model</th>
<th>LC Factors Included</th>
<th>(N_{\text{par}})</th>
<th>LL</th>
<th>(\Delta LL)</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>No(^a)</td>
<td>42</td>
<td>–38,675</td>
<td></td>
<td>77,690</td>
</tr>
<tr>
<td>1.2</td>
<td>Content</td>
<td>54</td>
<td>–35,322</td>
<td>3,353</td>
<td>71,082</td>
</tr>
<tr>
<td>1.3.1</td>
<td>Content + ARS</td>
<td>57</td>
<td>–35,235</td>
<td>3,441</td>
<td>70,930</td>
</tr>
<tr>
<td>1.3.2</td>
<td>Content + ERS</td>
<td>62</td>
<td>–34,010</td>
<td>4,665</td>
<td>68,522</td>
</tr>
<tr>
<td>1.4</td>
<td>Content + ERS + ARS</td>
<td>65</td>
<td>–33,962</td>
<td>4,713</td>
<td>68,449</td>
</tr>
</tbody>
</table>

Note: Results are from the pooled data set. ARS = acquiescence response style; BIC = Bayesian information criterion; ERS = extreme response style; LC = latent class; LL = log-likelihood; \(N_{\text{par}}\) = number of parameters.

\(^{a}\)Reference LL value for \(\Delta LL\) comparisons.
was compared with a model that adds an ARS factor (model 1.3.1) and a model that adds an ERS factor (model 1.3.2) to the content factors. As can be seen, adding the ERS factor leads to a substantially bigger improvement in terms of BIC and $D_{LL}$ than adding the ARS factor. For that reason, it can be concluded that ERS constitutes a more important response style factor than ARS. Finally, we showed that in model 1.4, the BIC and $D_{LL}$ improve even more if both style factors are included in the model. The results presented in Table 2 make use of the pooled data set, but similar results were found when separate analyses were conducted for each treatment. Given that the model that includes both ERS and ARS was found to be the better fitting model in each separate treatment, we proceed with model 1.4. Our first conclusion drawn from the latter finding is that none of the tested response scale formats are immune from response biases.

Having selected a starting model in the first step, the next question is whether we can further simplify the model by imposing equality constraints on the effect of the latent variables on the items. After all, the starting model is still complex even with imposing ordinal restriction on the relationship of the content factors and ARS factor with the response items. In the case of ERS, we would have 7 (number of items) times 6 ($7 - 1$ response categories) parameter estimates in our measurement model. Fixing effects to be equal on all items would dramatically reduce the number of parameters to interpret. In Table 3, we compare model 2.1, in which these effects are set equal in all latent class factors, with model 2.2, in which this equality constraint is applied only to the style factors. Model 2.3 includes no such equality constraints. The results show that a model with equality restrictions on the style factors is the most appropriate model according to the BIC. We choose this model, which implies equal effects of ERS and ARS across all items, as our

### Table 3. BIC Values of Models with Varying Equality Restrictions

<table>
<thead>
<tr>
<th>Model</th>
<th>Equality Restrictions</th>
<th>Npar</th>
<th>LL</th>
<th>BIC(LL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>No restrictions</td>
<td>72</td>
<td>−34,603</td>
<td>69,789</td>
</tr>
<tr>
<td>2.2</td>
<td>Restrictions on style factors</td>
<td>65</td>
<td>−33,962</td>
<td>68,449</td>
</tr>
<tr>
<td>2.3</td>
<td>Restrictions on all factors</td>
<td>60</td>
<td>−36,572</td>
<td>73,629</td>
</tr>
</tbody>
</table>

*Note: Results are from the pooled data set. BIC = Bayesian information criterion; LL = log-likelihood; Npar = number of parameters.*
starting model. In addition, we favor this model because conceptually it allies with those who argue that ERS should occur consistently across different concepts, independent of content (Greenleaf 1992). A similar reasoning can be adopted in the case of ARS. Of course, we can argue that items may evoke different levels of response style bias, but empirically, the model corresponding to this reasoning did not improve in terms of BIC compared with the model assuming equal effects for ERS and ARS (model 2.3 in Table 3).

Whether the effect of ERS and ARS is different depending on response scale format is tested in the step that follows, in which we adopt a multiple group comparison approach using the pooled data set. Pooling the data of the split-ballot experiment was feasible because all respondents did answer the same questions on a seven-point scale; only the labeling and numbering of the categories differed across groups. In the pooled data set, we assigned all respondents to a group variable, to indicate the different treatment they had received. Including this group variable in the selected model can be done at different levels. When an effect of the group variable on the latent class factors is included, we can determine whether the test conditions (i.e., differences in labeling and numbering of response categories) lead to differences in distribution of the latent class factors (structural model). The direct effects of the group variable on particular items indicate that response format influences responses to specific items independent of the latent variables defined in the model. This might be interpreted as item-specific response scale effects (measurement model). More interesting with respect to the research questions asked is whether the grouping variable interacts with the latent class factors in explaining responses to the question items. In particular, we are interested in whether the effect of ERS and/or ARS on response items depends on test conditions.

As can be seen in Table 4, we start with the most complex model of the five models presented, model 3.1, which includes the direct effects of the group on all latent factors (structural model), the direct effects of the group variable on the items, and the interaction effect of the group variable with the latent class factors on the items. This complex model is then compared with models in which particular effects are omitted, hence decreasing complexity. In model 3.5, no effect of the group variable is included, suggesting a fully homogeneous measurement model with no impact of response scale format whatsoever.
The complex model 3.1 has a considerably higher BIC value than the simpler model 3.5. We estimated several models that fall between the heterogeneous model 3.1 and the homogeneous model 3.5. Starting from model 3.1, we omitted the direct effect of the group variable on items (model 3.2). The model showed improvement over model 3.1 in terms of the BIC, but it was still less appropriate than model 3.5. Model 3.3 excluded the interaction terms of the content factors, which all proved to be nonsignificant in the previous model (F1 \times group and F2 \times group, p > .10). The model showed further improvement, with BIC values lower than the first model as well as the last. Note that model 3.3 directly relates to the research questions asked because it checks whether the effect of ERS and ARS on the items differs according to the test conditions. At the same time, the fact that the BIC value of model 3.3 is lower than that of model 3.2 implies that the effect of content factors on the response items does not depend on the response format of scales. By looking more closely at the estimates of model 3.3, we can further simplify the model by dropping the ARS \times group interaction, which is not significant. This is confirmed in model 3.4. The ERS \times group interaction, on the contrary, cannot be dropped because the model fit deteriorated, as can be seen by comparing model 3.4 with model 3.5. Hence, the most appropriate model in terms of the BIC includes direct effects of the group variable (i.e., the effects of response formats on the latent variables) and a group-specific ERS effect on the

<table>
<thead>
<tr>
<th>Model</th>
<th>Model Specification</th>
<th>Npar</th>
<th>LL</th>
<th>BIC(LL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>F1 + F2 + ERS + ARS + group + F1 \times group + F2 \times group + ERS \times group + ARS \times group</td>
<td>165</td>
<td>-33,675</td>
<td>68,685</td>
</tr>
<tr>
<td>3.2</td>
<td>F1 + F2 + ERS + ARS + F1 \times group + F2 \times group + ERS \times group + ARS \times group</td>
<td>137</td>
<td>-33,701</td>
<td>68,511</td>
</tr>
<tr>
<td>3.3</td>
<td>F1 + F2 + ERS + ARS + ERS \times group + ARS \times group</td>
<td>109</td>
<td>-33,731</td>
<td>68,345</td>
</tr>
<tr>
<td>3.4</td>
<td>F1 + F2 + ERS + ARS + ERS \times group</td>
<td>105</td>
<td>-33,734</td>
<td>68,318</td>
</tr>
<tr>
<td>3.5</td>
<td>F1 + F2 + ERS + ARS</td>
<td>81</td>
<td>-33,878</td>
<td>68,412</td>
</tr>
</tbody>
</table>

Note: Structural part of all models includes group effects on all LC factors. ARS = acquiescence response style; BIC = Bayesian information criterion; ERS = extreme response style; F = factor; LC = latent class; LL = log-likelihood; Npar = number of parameters.
The interpretation of the effect parameters in this model is the subject of the next section.

5. RESULTS

The final selected model (model 3.4) indicates the presence of ERS and ARS in all treatments, the effect of test conditions on response styles, and test-specific ERS effects on item responses.

5.1. The Effect of ERS and ARS on Item Responses

Table 5 shows the logit effect ($\beta$ values) of ERS and ARS on the response items (from the selected model 3.4), which were both significant ($p < .001$). Recall that we fixed these effects to be equal in all items. Separate effects of ERS on each response category were estimated, and the results show exactly the pattern we expected to emerge in the case of ERS (i.e., high positive values for the end categories with negative values for the categories lying in between). In fact, labeling this pattern ERS is the only possibility because the method as such allows only revealing response scale point preferences among respondents independent of the content of items.

Table 5 also shows the significant effect of the ARS factor on the item responses. (Note that in the case of ARS, we obtain only one effect parameter given its ordinal effect on items [$p < .001$].) However, as previously reported in Table 2, model fit did substantially increase by including ERS but only marginally by adding ARS. Furthermore, by

<table>
<thead>
<tr>
<th>Response Style</th>
<th>$\beta$</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERS rc1</td>
<td>5.222</td>
<td>0.328</td>
</tr>
<tr>
<td>ERS rc2</td>
<td>-1.025</td>
<td>0.138</td>
</tr>
<tr>
<td>ERS rc3</td>
<td>-2.650</td>
<td>0.194</td>
</tr>
<tr>
<td>ERS rc4</td>
<td>-2.293</td>
<td>0.274</td>
</tr>
<tr>
<td>ERS rc5</td>
<td>-2.466</td>
<td>0.166</td>
</tr>
<tr>
<td>ERS rc6</td>
<td>-1.085</td>
<td>0.121</td>
</tr>
<tr>
<td>ERS rc7</td>
<td>4.298</td>
<td>0.227</td>
</tr>
<tr>
<td>ARS</td>
<td>1.091</td>
<td>0.121</td>
</tr>
</tbody>
</table>

Note: There are equal effect parameters on all items. rc = response category.
transforming the logit (β) parameters to their odds ratios, we can calculate the change in log-odds of item responses when comparing meaningful categories of the LC-style factors. In the case of ARS, the odds ratio for \( c + 1 \) versus \( c \) equals 2.977 (exp \([1.091]\)), which means that the likelihood of ARS almost triples when moving from the lowest to the highest class of ARS. With ERS, two comparisons can be made between the odds ratios of the two extreme response categories and their adjacent categories. The odds of the lowest relative to the odds of its adjacent category is 516.461 (exp \([5.222 + 1.025]\)), whereas comparing the two highest categories gives a value of 217.674 (exp \([4.298 + 1.085]\)). Given the rather weak effect of ARS and the fact that the effect of ARS on the response items did not depend on test conditions (the group variable), we have to conclude that the ARS latent factor does seem to capture some kind of “acquiescence noise” but is of lesser substantive importance. Inevitably, this conclusion holds only to the items asked in this particular research. On the other hand, ERS is prominently present.

### 5.2. The Effect of Scale Format (Numbering and Labeling) on Response Styles

In model 3.4, the nominal group variable, indicating the five test conditions, showed a significant effect only on ERS (\( p < .001 \)), but not on the other latent factors. This indicates that the prevalence of ERS depends on numbering and/or labeling of response scales because this is what defined the test conditions. As can be seen in Table 6, the bipolar scale has the highest positive effect parameter, indicating that bipolar scales seem to evoke more ERS than agreement-style scales. Also, the end-labeling treatments show positive effects, whereas the full-labeling

<table>
<thead>
<tr>
<th>Treatment</th>
<th>( \beta )</th>
<th>( SE )</th>
</tr>
</thead>
<tbody>
<tr>
<td>End labeling + numbers</td>
<td>0.363</td>
<td>0.116</td>
</tr>
<tr>
<td>End labeling + no numbers</td>
<td>0.720</td>
<td>0.151</td>
</tr>
<tr>
<td>Full labeling + numbers</td>
<td>–1.218</td>
<td>0.183</td>
</tr>
<tr>
<td>Full labeling + no numbers</td>
<td>–0.941</td>
<td>0.151</td>
</tr>
<tr>
<td>Bipolar scale</td>
<td>1.124</td>
<td>0.163</td>
</tr>
</tbody>
</table>
treatments reveal negative effects, indicating that end labeling evokes more ERS than full labeling does.

5.3. Test-specific ERS Effects on Item Responses

The selected model (3.4) includes an overall effect of ERS on the response items, complemented with group-specific relative deviations from this overall effect (the ERS × group interaction effect for which the midpoint was set as the reference category). In Figure 1, we have added these group-specific deviations to the overall effect of ERS on response items to ease comparisons. The midpoint of the response scale defines the reference category, for which the value is set to zero.

The overall effect is strongly present in all treatments ($p < 0.001$), but there are some group-specific deviations as well (ERS × group effect significant at $p < 0.001$). The method-specific ERS effects on the response items relate to the estimated effects of the two categories adjacent to the extreme responses. When full labeling is used, the estimates of these “agree” and “disagree” categories are closer to the values of the other intermediate response categories than to the values of the endpoints. With end labeling, the adjacent “agree/disagree” categories fall much more in between the extreme and the middle categories. Hence, with end-labeling, the opposite of extreme response preference is defined by preferences for the midpoint categories; whereas in the case of full labeling, the style factor should be interpreted as contrasting extreme response scale preference versus a preference for either category in between the extreme ones. Regardless of these method-specific ERS effects on response categories, the overall effect of ERS on response items is overwhelming.

5.4. The Implications for Sociological Survey Research Practice

The principal finding of this research indicates that it is unlikely that ERS can be avoided by carefully designing the response format of agreement scales. From a sociological point of view, we can ask whether this issue is of true concern. Before drawing the main conclusions from this study and discussing its contribution, we highlight some additional and complementary results that underscore the usefulness of our findings. We can do this by comparing results from models with and without response style factors, including the sociodemographic covariates age
Figure 1. Overall and test-specific effects of extreme response style on response items.
group, education, and gender. Our argument is that the findings of this study are of concern to survey research practitioners when (1) significant improvement in measurement of latent variables has been achieved, (2) response styles correlate with sociodemographic characteristics, and/or (3) the relationship of covariates with content latent factors differs according to whether response style behavior is taken into account.

The improvement in model fit of the measurement model when including response styles was discussed in previous sections. Two complementary results not yet presented are that the effect of the latent content factors on both positively and negatively worded items are more similar in magnitude than when ERS and ARS are not included. This indicates that the balanced nature of the items is better articulated in the extended measurement model including response styles. Furthermore, the association between the two content factors also decreases when adding ERS and ARS. Hence, part of the relationship between content factors was spurious with regard to response style behavior.

None of the covariates are significantly related to ARS, confirming our previous interpretation of ARS as a kind of noise factor rather than a substantive measure of ARS in this data set. On the other hand, ERS is significantly and positively related to age. Both the “environmentalism” and “safe drivers” scales indicate that the issue must be relativized; hence, the higher the score, the less concern is expressed with environment and safe driving. Relativizing “environmentalism” correlates significantly with education and age groups. The higher the educational level, the less relativism is expressed. This effect is more articulated in the model including ERS and ARS compared with the model without these response styles. The relationship of age groups with the environmentalism scale follows a U-shaped form, with the age groups in the ranges 35 to 44 and 45 to 54 years revealing the highest levels of concern and the oldest (65 and older) and youngest (24 and younger) the least concern. Only minor differences are observed in this pattern comparing models with and without response styles. Relativizing “safe driving” is significantly related to gender and age. Men reveal fewer safe driving concerns, a finding that is somewhat more articulated when response styles are included. Relativizing “safe driving” decreases with age. Only the youngest group (aged 15 to 24) deviates from this pattern by having a lower level of relativizing than the 25 to 34 age group. The contrast between the oldest and youngest
age groups in “safe driving” is somewhat more pronounced in the model that includes response styles.

In summary, these complementary analyses demonstrate that it is worthwhile researching the impact of response style behavior in measuring attitudes as well as in estimating the effect of covariates on response styles and content factors. Metaphorically speaking, if preventing response style bias is (too) difficult, diagnosing and controlling its detrimental effects is valuable.

6. DISCUSSION

We set out to investigate whether certain aspects of question format (i.e., variations in labeling and numbering of response categories) would influence the use of ERS and ARS. Using a latent class model, we found a strong presence of ERS across all treatments. ARS was present as well, although less convincingly than ERS even when fully labeled agree-disagree scales were used. The latter might come as a surprise because agree-disagree formats of response scales are regarded as very vulnerable to ARS. We can think of several reasons why we found less evidence of ARS than ERS. First, we have to acknowledge that by presenting a balanced set of items, including both positively and negatively worded items, a kind of “preventive” check for ARS is implemented by design, which is not the case for ERS. Including a balanced set is necessary to be able to distinguish ARS from content-related response patterns. Unless respondents are careless in reading questions, balanced sets make respondents more aware of the fact that they should answer consistently across questions. Given that the LISS panel members can be considered as trained respondents, the likelihood of careless responses is rather small. Building on this thought, it might very well be that factors other than question format evoke ARS.

Long, exhaustive questionnaires in face-to-face interviews, for instance, might induce ARS to a greater extent. In addition, we should equally acknowledge that finding ARS in a balanced set of items by definition implies nonconsistent responses, whereas ERS can be perfectly in accordance with the content of the questions asked. Always “totally agreeing” or “totally disagreeing” with items instead of just “agreeing” or “disagreeing,” as an extreme responder would do, is less of a mistake than “agreeing” with an issue that a responder should have disagreed with, as might happen with an acquiescent responder.
ERS was strongly present in each treatment. Hence, question format in the form of labeling and numbering could not prevent the occurrence of this response style. However, it was also found that the amount and type of ERS used by respondents did, to some extent, differ across treatments. In line with our hypothesis, end labeling evoked more ERS than full labeling, which we expected because end labeling draws attention to the two extreme categories, which are thus clearer in meaning to respondents than the categories in between. In the case of full labeling, all categories are more or less equally clear to respondents, which means that no preference for certain categories is facilitated simply by labeling one category and not the other. In addition, as we expected, bipolar scales turned out to evoke more ERS than agreement scales. This suggests that bipolar scales (e.g., running from −3 to +3) may be harder to use than agreement-style scales. Furthermore, in daily life, people are much more accustomed to grade things using positive values only (with zero indicating a truly bad score) rather than giving negative values. As such, offering negative response values may be confusing.

Apart from the effect of response scale format on the amount of ERS used by respondents, we also found variations in the shape of ERS across formats. Variations were found in the contrast made between the extreme answering categories and the adjacent categories. Full labeling resulted in contrasting extreme category preference against any other preference, whereas with end labeling extreme responding is opposed by midscale preferences. Nevertheless, the most significant finding of our study is that ERS was consistently and strongly present in each treatment regardless of format issues. Therefore, we suspect that ERS is a kind of personal style that particular respondents exhibit when answering questions. This is in line with a previous study that showed that ERS is, for the most part, a stable trait that holds across different questionnaires and time (Kieruj and Moors 2013). As a result, our study seems to indicate that ERS cannot be prevented by adjusting question formats so that they will not trigger ERS in respondents. Instead of preventing the occurrence of ERS, then, it becomes necessary to dispose of a way to correct for ERS in measurement models. The latent class confirmatory factor model presented in our study serves this purpose. Of course, we do not exclude the possibility that there might be a question format that is largely unaffected by ERS. This research merely indicated that variations in numbering and labeling did not make a difference.
There were also some unforeseen results, such as the fact that we were not able to draw firm conclusions regarding ARS, because it was less prominently present in this research than reported by other researchers (Billiet and Davidov 2008; Billiet and McClendon 2000) using similar questionnaires. Nevertheless, this research found evidence that ERS influences the responses to attitudinal questions regardless of which type of labeling or numbering of response scales is used. Variations in ERS effect depending on question format were also present, but not in such a way that it could prevent the use of ERS. For survey practitioners, this implies that they have to content themselves with curing ERS bias after data are collected.

Every study has its limitations, and we thus faced the inevitable limitation that choices had to be made on which scales to include in our experiment. This research was part of a larger project that involved the use of four balanced sets of items measuring four different concepts. Two of these four sets were used to vary the length of response scales. The two scales presented in this research focused on the impact of labeling and numbering of scales on response behavior. The four selected scales were derived from the literature; no attempt was made to develop new balanced scales. The obvious limitation of the design was that we could not generalize our findings to other scales. We were capable only of demonstrating variations in response behavior within the selected sets of items. A minor limitation was that our study was restricted to ERS and ARS as response styles biasing measurement. Issues such as social desirability might influence the quality of the measurement as well. However, the measurement of ERS and ARS as defined in our model was unlikely to be affected by social desirability. ARS was measured as agreement with both positively and negatively worded items regarding a topic whereas social desirability would force respondents toward a particular direction on a content scale. ERS in our models contrasted respondents that tend to choose the two extreme values of the scale with respondents tending to avoid these. No clear difference in effect of ERS on the five nonextreme categories was observed. If social desirability were in play, it would be included in the content latent class factors of the current model. We had no scale to measure social desirability to check whether this was the case.

Every study raises new questions. First, the results indicated that ARS was much less prominent than expected from reading the literature. This suggests that the impact of response scale formats on ARS is
smaller than other features of survey design, such as length of interview or survey mode (e.g., Web vs. face-to-face). This does not necessarily contradict findings in previous research that indicated that ARS is stable and consistent over a four-year period (Billiet and Davidov 2008). Stability and consistency in measurement are regarded as indicating an intrinsic characteristic of the respondent. To investigate stability and consistency in measurement, however, identical survey methods must be used. Stability and consistency in ARS might then reflect consistency in the survey mode and context. We definitely need further research on this matter. Our study suggests that it might be possible to find an optimal survey design in which the occurrence of ARS is minimized even with the use of agree-disagree formats. This is especially important because the majority of attitude scales do not use balanced sets of items that exclude the possibility of filtering out acquiescent response behavior.

Second, ERS was omnipresent in this study regardless of variations in labeling and numbering that were used. Another way of looking at extreme responders (and their counterimage, extreme avoiders) is that they have higher likelihoods of undifferentiated responses, a process also known as straight-lining or ticking the same category. One avenue then might be to think of designs that encourage differentiation in responses. Rating scales such as the ones used in this research aim at estimating direction (disagree vs. agree, negative vs. positive) alongside the intensity of the attitude (levels of agreement). Measuring direction separately from intensity might reduce nondifferentiation and ERS, but it will likely be at the cost of increased respondent’s burden. Such a burden, however, increases the risk for satisficing, and hence response bias might be merely redirected to other types of bias, such as nonresponse or ARS.

In the end, we think that finding ways of reducing response bias and knowing whether it is inevitable or not is particularly important in today’s survey research practice, which involves the comparison of groups that might exhibit different levels of vulnerability to response style behavior. Variations in labeling and numbering did have differential effects on response bias, but not to the extent that it neutralized its negative effect on measurement. The method used allowed for correction, but—if possible—preventing the bias from occurring is preferable over curing its undesired effect.
APPENDIX

How the Latent Class Approach Untangles Genuinely Held Attitudes from Response Style Patterns

Whenever a specified model distinguishes among content and response style factors, we should be confident that the method does not conflate substantive responses with response patterns that reflect styles. In this research, ERS and ARS are modeled alongside two content factors. The following general features of the model help avoid conflation of substantive responses with style: (1) Style factors are uncorrelated with the content factors, and (2) style factors load on all items from different content-related factors. As far as ARS is concerned, an additional statistical requirement is that a positive effect sign of ARS on both positive and negative items needs to be imposed. Regarding ERS, it is required that separate effects on each answer category should be modeled. Style factors should be included only if model fit improves. Conceptually, we have argued, imposing equality constraints of the effects of ERS and ARS on all items adds to the argument that systematically responding to items independent of the content reveals a response style.

There is little reason to believe that when respondents tend to agree with both positively and negatively worded items at the same time, such a pattern would not indicate acquiescence. Results regarding ERS also indicated that respondents high on this latent class factor tend to choose the endpoints of the scale more often than respondents who are low on ERS and thus avoid the use of endpoints. This ERS factor is defined as independent from the content factors in the model and for that reason captures preferences for the endpoints of a scale independent from the content. If ERS were not present in the data, it would not show up. Footprints of ERS can be seen when inspecting the residuals in the cross-tabulation of two items, as illustrated in Table A1.

Table A1 presents the adjusted standardized residuals comparing the observed frequencies with the expected frequencies under independence. If the two variables were associated only because of the presence of a substantive underlying factor, the adjusted standardized residuals should decrease when moving away from the main diagonal. In this table, however, the residuals increase toward the corner, indicating that part of the association is the result of some respondents’ preference for the endpoints of the scale.
The impact of including ERS on the measurement of the latent content factors is illustrated in Table A2. As is usually done in latent class analysis, we used modal assignment to classify respondents into one of the three ordered categories of the latent variables. Table A2 presents the two-way table of class assignments for the “safe driving” factor on the basis of an analysis with and without response style factors. Given that the latent class ERS factor estimates the probability of giving an “avoidance of extremes” versus a “preference for extremes” response, the logical consequence is that some respondents move from one level to the adjacent level of the latent content factor when ERS is taken into account. Overall, Spearman’s correlation in Table A2 is high at .87. Hence, relative positions on the latent content factor change slightly when response styles are taken into account. This is what we would

Table A1. Two-way Frequency Table of (1a) “Abusing Environment” (Rows) by (1b) “Balance of Nature” (Columns): Adjusted Standardized Residuals

<table>
<thead>
<tr>
<th>Response Category</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>Total n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.1</td>
<td>−1.3</td>
<td>−1.2</td>
<td>−1.2</td>
<td>0.1</td>
<td>3.6</td>
<td>5.9</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>−2.3</td>
<td>−2.8</td>
<td>−0.8</td>
<td>−1.6</td>
<td>3.9</td>
<td>9.6</td>
<td>−0.7</td>
<td>59</td>
</tr>
<tr>
<td>3</td>
<td>−4.1</td>
<td>−4.8</td>
<td>−0.7</td>
<td>2.8</td>
<td>6.3</td>
<td>3.4</td>
<td>0.1</td>
<td>131</td>
</tr>
<tr>
<td>4</td>
<td>−6.2</td>
<td>−9.7</td>
<td>0.2</td>
<td>14.3</td>
<td>1.9</td>
<td>0.1</td>
<td>1.0</td>
<td>358</td>
</tr>
<tr>
<td>5</td>
<td>−12.0</td>
<td>−10.4</td>
<td>11.8</td>
<td>4.4</td>
<td>5.4</td>
<td>−0.4</td>
<td>−1.7</td>
<td>968</td>
</tr>
<tr>
<td>6</td>
<td>−6.3</td>
<td>16.7</td>
<td>−2.4</td>
<td>−6.6</td>
<td>−4.0</td>
<td>−2.3</td>
<td>−2.6</td>
<td>1,132</td>
</tr>
<tr>
<td>7</td>
<td>29.5</td>
<td>3.1</td>
<td>−10.2</td>
<td>−9.3</td>
<td>−7.5</td>
<td>−2.5</td>
<td>3.6</td>
<td>603</td>
</tr>
<tr>
<td>Total n</td>
<td>360</td>
<td>924</td>
<td>863</td>
<td>591</td>
<td>398</td>
<td>107</td>
<td>23</td>
<td>3,266</td>
</tr>
</tbody>
</table>

Table A2. Two-way Frequency Table of the “Safe Driving” LC Factor Classification (Modal Assignment) with and without Controlling for ERS and ARS

<table>
<thead>
<tr>
<th>“Safe Driving” Controlling for ERS and ARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Safe driving” (uncorrected model) classes</td>
</tr>
<tr>
<td>-------------------------------------------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>
expect, because “avoiders of extremes” do not necessarily agree more or disagree less than the “endpoint responders.” Depending on how systematic these response preferences occur, their relative position might change.
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Notes

1. The method also requires choosing the number of equidistant category levels of the latent factors. Using the pooled data set, we ran the basic model with two, three, four, and five equidistant categories and compared the BIC values. We found that the fit improved considerably if three instead of two equidistant levels were used. Using four and five levels led to a slightly better model fit, but computational time increased immensely over the use of three levels. Furthermore, no substantive differences in results were found if we increased the number of factor levels. Therefore, we decided on using three equidistant levels in all other analyses. Standard procedure is to define category values between 0 and 1, which in this research have been recentered across the middle category (i.e., −0.5, 0, and +0.5).

2. A table with the results discussed in this section is available on request from the corresponding author.
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